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20a. SLMs: Optimization Techniques
                    - Agents
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The correct answer 🡺 123,456 x 123,456 = 15,241,383,936WRONG!!!!!

Issue
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Agent
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The “agent” is the decision-maker who chooses which function/tool to use.

• The “tool” is the specific function that executes the required action.
• Function calling is how the agent uses the tool.

The agent receives a user request, thinks and 
plans, then decides to use a tool (such as a 
calculator) to perform the required action. 

Function Calling enables this process — but 
the agent is the entity that selects and invokes 
the function (i.e., the tool), making decisions 
based on the user’s request.

Function Calling versus Agent
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50-Ollama_Fuction_Calling_Agent_Calc.ipynb

Function Calling and Agents: 
Calculator

https://github.com/Mjrovai/EdgeML-with-Raspberry-Pi/blob/main/Advancing_EdgeAI/50-Ollama_Fuction_Calling_Agent_Calc.ipynb
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Function 
Calling
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Function 
Calling

Do not work on other questions 

than the specific multiplication
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Solution

func_calling_agent.py

https://github.com/Mjrovai/EdgeML-with-Raspberry-Pi/blob/main/Advancing_EdgeAI/func_calling_agent.py
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Solution
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It is correct 🡺 123,456 x 123,456 = 15,241,383,936
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Agents Running on SLMs: Overview

Agents powered by Small Language Models (SLMs) are autonomous or semi-autonomous software 
components that leverage compact, efficient language models to perform specialized tasks, interact with 
users, or orchestrate workflows. These agents are increasingly favored for their lower computational 
requirements, faster response times, and suitability for deployment in resource-constrained or 
privacy-sensitive environments where Large Language Models (LLMs) are impractical.

Key Traits of SLM-Powered Agents
• Efficiency & Cost-Effectiveness: SLMs require less memory and compute, making agents cheaper to 

run and easier to deploy at scale or on edge devices.
• Specialization: SLMs can be fine-tuned for specific domains, allowing agents to excel at focused tasks 

(e.g., compliance, finance, healthcare) without carrying the overhead of generalist LLMs.
• Autonomy & Collaboration: Multiple SLM agents can collaborate, each handling a segment of a 

workflow, sharing results, and adapting to context for complex, modular automation.
• Adaptability: With techniques like retrieval-augmented generation (RAG) and chain-of-thought 

prompting, SLM agents can plan, reason, and refine their actions in dynamic environments.

Next page, recommended Packages and Frameworks:
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agent_calc.py

https://github.com/Mjrovai/EdgeML-with-Raspberry-Pi/blob/main/Advancing_EdgeAI/agent_calc.py
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enhanced-agent_calc.py

https://github.com/Mjrovai/EdgeML-with-Raspberry-Pi/blob/main/Advancing_EdgeAI/enhanced-agent_calc.py
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Questions?


